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Introduction

• We present BenLLM-Eval, an evaluation of LLMs to benchmark their performance in a modest

resourced language, i.e., Bengali

• We evaluate three popular LLMs, i.e, GPT-3.5, LLaMA-2-13b-chat, and Claude-2 in zero-shot

setting

• We carefully select seven important and diverse Bengali NLP tasks, i.e., text summarization,

question-answering, paraphrasing, natural language inference, transliteration, text

classification, and sentiment analysis

• Experimental results suggest in most of the tasks, their performance is moderate (with

LLaMA-2-13b-chat performing significantly bad) in comparison to state-of-the-art results
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Motivation

• Despite the impressive capabilities of LLMs, they may still frequently generate untruthful

facts that diverge from the original input

• Furthermore, ChatGPT like LLMs has demonstrated strong zero-shot performance in various

NLP tasks in English and some other languages and domains,

• Yet these LLMs are to be investigated in the widely spoken, yet modest-resourced, Bengali

language domain



4

Contributions

• To our knowledge, our work is the first to evaluate three popular LLMs, i.e, GPT-3.5, LLaMA-

2-13b-chat and Claude-2 in zero-shot setting

• We evaluate the performance of the LLMs in seven benchmark tasks:

➢ Text Summarization → 1 dataset

➢ Question-Answering → 1 dataset

➢ Paraphrasing → 1 dataset

➢ Natural Language Inference → 1 dataset

• We also perform task contamination analyses which helps to identify a model’s prior exposure

to test tasks on its training data

• We share the LLM-generated responses, prompts, and parsing scripts for all seven tasks

➢ Transliteration → 1 dataset

➢ Text Classification → 1 dataset

➢ Sentiment Analysis → 2 datasets
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Methodology

1. Select Benchmark datasets

TS QA Para.

NLI

Trans
lit. TC SC

2. Prepare Evaluation 
Prompt

3. Generate Models’ 
Responses

4. Evaluation

TS

QA

NLI

SC

Para.

Trans
lit.

TC



6

Datasets and Prompts
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Results
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Results Analysis

• While in most tasks ChatGPT-3.5 and Claude-2 performed moderately, they performed well

in the sentiment analysis task compared to the SoTA results

• However, in all of the tasks, the performance of the LLaMA-2-13b-chat model was

significantly poor

• In the transliteration task, ChatGPT-3.5 was the best performer
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Task Contamination Analysis

• Task contamination analysis is essential to ensure a fair model evaluation since it helps

identify a model’s prior exposure to test tasks on its training data

• We include task contamination analysis in our evaluation to appropriately assess the

performance of the LLMs

• We utilize two methods: Task Example Extraction (TEE) and Membership Inference (for

generative tasks like summarization and paraphrasing) to verify the evidence of task

contamination
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Task Contamination Analysis Results

• Our findings reveal that only GPT-3.5 could generate examples related to the tasks

(Sentiment Analysis, Text classification except Natural Language Inference), while Claude-2

and LLaMA-2-13b-chat models failed to extract task examples for any tasks. Therefore, there

is a possibility that such tasks were already included in the pre-training data of GPT-3.5

• Regarding the BNLI dataset where no models could extract any task examples, we find that

the premises, hypotheses, and labels generated by all LLMs for Bengali were significantly

inaccurate, providing evidence that contamination did not occur

• In terms of extracting task examples in the transliteration task, we find that only GPT-3.5

could extract the task examples for both word-level and sentence-level transliteration,

whereas both LLaMA-2-13b-chat and Claude-2 failed to extract any task examples
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Task Contamination Analysis Results

• On the paraphrasing task, GPT-3.5 produced around 50 exact match instances, while 

Claude-2 produced 30 and LLaMA-2-13b-chat produced 15 exact matches of the generated 

outputs and test labels

• In summary, contamination could be an issue with the GPT-3.5 model in Sentiment Analysis, 

Text Classification, Summarization, and QA tasks, while all the models, i.e., GPT-3.5, LLaMA-

2-13b-chat, and Claude-2 were affected by task contamination in the Paraphrasing task 

• However, in Natural Language Inference, we did not see any evidence of task contamination
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Conclusion and Future works

• We introduce BenLLM-Eval, which provides a comprehensive zero-shot evaluation of LLMs

on seven benchmark NLP tasks

• The results revealed that in some tasks, zero-shot closed-source LLMs like GPT-3.5 or

Claude-2 perform on par (e.g., summarization) or even outperform (e.g., sentiment analysis)

current SOTA models

• We also observed that the open-source LLaMA-2-13b-chat model performed significantly

poorer in most tasks. Thus, open-source LLMs should be extensively evaluated on low to

modest-resource languages to ensure a proper understanding of their capabilities and

limitations

• In the future, we intend to expand our experiments by including additional low to modest-

resource languages, tasks, datasets, and settings
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