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Digital Engagement of 
Children

• 1 in 3 internet users globally are children (UNICEF, 
2017)

• Kids aged 8-12 spend 5+ hours of screen time daily 
(Rideout et al., 2022)

• This level of digital engagement presents both 
opportunities and challenges.
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LLMs: Transforming Education for Children

LLMs reduce barriers to creating 
educational tools (Huber et al., 2024).

Interactive conversations with LLMs 
can boost children's learning (Seo et 
al., 2024).

Visual programming support enables 
children to learn coding skills (Chen 
et al., 2024).

Image from (Chen et al., 2024) 

Image from (Seo et al., 2024)
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Risks and Challenges
• Key Risks:

1. Bias and Toxicity:
• Stemming from vast, unvetted data used in model training (Deshpande et al., 2023; 

Longpre et al., 2024).
2. Contextual Appropriateness:

• Current LMs often lack sufficient child-engagement features (Seo et al., 2024a,b).
3. Lexical Simplicity:

• Difficulty in maintaining age-appropriate simplicity for young users (Valentini et al., 
2023).

• Need for Safer Models:
• Highlights the necessity of a safer, more reliable approach for designing and auditing 

LMs, especially for vulnerable groups like children.
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Risks and Challenges
• Key Risks:

1. Bias and Toxicity:
• Stemming from vast, unvetted data used in model training (Deshpande et al., 2023; 

Longpre et al., 2024).
2. Contextual Appropriateness:

• Current LMs often lack sufficient child-engagement features (Seo et al., 2024a,b).
3. Lexical Simplicity:

• Difficulty in maintaining age-appropriate simplicity for young users (Valentini et al., 
2023).

• Need for Safer Models:
• Highlights the necessity of a safer, more reliable approach for designing and auditing LMs, 

especially for vulnerable groups like children.
• Research Objective:

• Explore whether a child-friendly LM can be developed with safety, contextual 
relevance, and simplicity as core features.
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Adapting Language Models
Two Main Approaches:
1. Continual Pre-training:

• Further training on additional domain-specific data, e.g., Biomedical (Bolton et al., 
2024), Mathematics (Azerbayev et al., 2024), Southeast Asian languages (Dou et al., 
2024).

2. Post-training: 
• Instruction Tuning (SFT): Fine-tuning for specific tasks using instruction-output pairs 

(Wei et al., 2022).
• RLHF (Reinforcement Learning from Human Feedback) aligns LMs with user preferences 

(Ouyang et al., 2022).
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Adapting Language Models
Two Main Approaches:
1. Continual Pre-training:

• Further training on additional domain-specific data, e.g., Biomedical (Bolton et al., 
2024), Mathematics (Azerbayev et al., 2024), Southeast Asian languages (Dou et al., 
2024).

2. Post-training: 
• Instruction Tuning (SFT): Fine-tuning for specific tasks using instruction-output pairs 

(Wei et al., 2022).
• RLHF (Reinforcement Learning from Human Feedback) aligns LMs with user preferences 

(Ouyang et al., 2022).
• Importance of High-Quality Data:

• Both approaches rely on readily available, synthetic or human-annotated data (AI et 
al., 2024; Liu et al., 2024).
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Challenges for Child-
Specific LMs

• Data Demographics:
• Majority of annotators are aged 18-35 (Table 1), 

reflecting adult safety, linguistic simplicity, and 
preferences, not those of children.

• Annotators on Amazon Mechanical Turk (MTurk) 
must be at least 18 years old.

• Can a language model be developed specifically 
for a particular user group, such as children in our 
case?
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Essential Properties of LMs for Children

• Key Properties:
• Simplified Language:

• Ability to generate simpler words and understand lower grade-level texts.
• Stereotype-Free Content:

• Must be free from stereotypes (Bozzola et al., 2022).
• Personalized Engagement: 

• Ability to model children’s unique preferences and emotions for tailored interactions.

• Modern LLMs pre-train on vast internet text data, often containing hundreds of billions to trillions of 
tokens (Touvron et al., 2023; Penedo et al., 2023).
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Essential Properties of LMs for Children

• Key Properties:
• Simplified Language:

• Ability to generate simpler words and understand lower grade-level texts.
• Stereotype-Free Content:

• Must be free from stereotypes (Bozzola et al., 2022).
• Personalized Engagement: 

• Ability to model children’s unique preferences and emotions for tailored interactions.
• Modern LLMs pre-train on vast internet text data, often containing hundreds of billions to trillions of 

tokens (Touvron et al., 2023; Penedo et al., 2023).

• Data Quality Concerns:
• Demographics & Intentions of Content Creators
• Intended Audience of the text

• Both factors affect data composition and influence user-centric model behavior for 
children.
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KidLM
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KidLM 
Construction

• Objective:
• Create language models tailored for children

• Approach:
• Meticulous Data Collection: Ensure data 

reliability and relevance through thorough 
verification.

• Masking Process: Introduce Stratified 
Masking to focus the model on kid-specific 
vocabulary and concepts.
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User-Centric Data Collection Pipeline
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User-Centric 
• Content Sources: Includes text specifically written 

for and occasionally by children.

• Thorough Review: All content is reviewed and 
validated by website editors or moderators.

• Ensuring Suitability: Emphasis on appropriateness, 
avoiding sensationalism or inappropriate material.

• Two Key Aspects:
• "Who?": Demographics and intentions of 

content creators.
• "Whom?": Intended audience, ensuring the 

  content is suitable for children.
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Source Identification

• Initial Data Collection: Used Google Search to identify a 
preliminary set of kid-friendly websites (e.g., Time for Kids, 
News for Kids, Kids Press).

• Expanding the List: Employed ChatGPT to generate 
additional websites similar to the initial set.
• Prompt: “List websites similar to X that offer kid-

specific content”

• Further Expansion: Utilized SimilarWeb’s “Similar Sites” 
feature to identify more relevant websites.
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Manual Data 
Verification

• We manually reviewed the data sources.
• Focused on the "about" sections of identified websites.
• Ensured the quality and relevance of each source for 

inclusion.
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Quality Filtering
Depending on the availability of information from the sources:-

1. Extracted articles tagged specifically for children.

2. Identified content labeled as “kidspost.”

3. Excluded articles marked as potentially inappropriate (e.g., tagged with red).

4. Selected data relevant to specific grade levels (K-1, 2-3, 4-5, and 6).
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Additional Filtering
• Language Filtering:

• Retained only English-language texts.
• Filtered out code-switched and code-mixed texts.
• Used spacy-langdetect toolkit for language detection.

• Kept sentences with a confidence score of ≥ 0.9 to filter out code-mixed 
texts.

• Personal Identifying Information (PII) 
• Data Anonymization: Avoided collecting author names to ensure privacy.
• Preprocessing: Removed personal contact details (e.g., emails, phone 

numbers, Twitter handles) using regular expressions from the texts.
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Data 
Diversity & 
Quantity

• Data Diversity:
• Corpus includes a variety of genres: 

science, sports, history, animals, geography, 
technology, current events, book reviews, 
and more.

• Data collected from 21 sources across 
different regions: USA (4), India (4), Canada 
(3), Australia (1), UK (1), New Zealand (1), 
and other global sources (7).

• Data Quantity:
• KidLM corpus comprises 286,000+ 

documents, 2.91 million sentences, and 
50.43 million words resulting in 67.97 
million tokens.
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Data Sources (Set#1)
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Data Sources (Set#2)
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KidLM Corpus 
Statistics

• KidLM corpus 
comprises 286,000+ 
documents, 2.91 
million sentences, 
and 50.43 million 
words resulting in 
67.97 million tokens.
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KidLM Models: Overview
• Objective:

• Develop language models tailored specifically for children using our KidLM 
corpus.

• Approach:
• Given the corpus size and available resources, we chose to train a Masked 

Language Model (MLM).
• Goals of MLM Training:

• Validate the quality and suitability of our KidLM corpus.
• Integrate and support kid-specific properties in the model.
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KidLM Model Variations
1. KidLM:

• Pre-training: Continue pre-train RoBERTa using our KidLM corpus.
• Uses MLM with a 15% random masking rate (default).
• Predict masked words from context.

2. KidLM+
• Stratified Masking: Introduces a novel approach that adjusts masking 

probabilities based on word classes.
• Focus: Emphasizes informative and kid-specific tokens.
• Ideal for: Low-resource scenarios where the pre-training corpus is smaller but 

requires tailored kid-specific features.
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Masked Language Modeling (MLM)
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General Documents

Medium to High Level 
Vocabulary



Related Studies – Masking Strategies & Rates
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EntityBERT (Lin et al., 2021) Strategy: Masks entities using a domain-specific 
named entity recognizer (NER) model.

Salient Span Masking (Guu et al., 
2020)

Strategy: Uses NER to mask entities for open-domain 
QA tasks.

Difference Masking (Wilf et al., 
2023)

Strategy: Selects tokens by identifying unique anchor 
words using a TF-IDF-like scoring function from 
target domain.

Optimal Masking Rate (Wettig et 
al., 2023)

Insight: The 15% masking rate isn't universally 
optimal.

Recommendation: Models benefit from higher 
masking rates.



Related Studies – Domain-Adaptive Pre-Training

Finance – Yang et al., 2020

Legal – Leivaditi et al., 2020

Biomedical – Lee et al., 2019

Mental Health – Ji et al., 2022

Dark Web – Jin et al., 2023

These LMs are often trained using easily accessible, publicly available corpora.
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Insights on Masking and Domain Differences
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Effectiveness of Masking

• Particularly useful when the target 
domain vocabulary differs 
substantially from the general pre-
training domain (Gururangan et al., 
2020).

• Default 15% masking rate enables 
models to learn distinct 
representations for domain-specific 
terms (e.g., “Immunotherapy,” 
“Neurotransmitter” in Biomedical).

Challenges with Similar Domains

• When the target domain aligns 
closely with the general domain, as 
in our case, adapting to specific 
concepts becomes challenging.

• Example: Language tailored for 
children requires careful handling of 
vocabulary distribution to capture 
nuances in user language.



Stratified Masking
• Objective:

• A novel training method for data-efficient, user-centric language modeling.
• Steers LM predictions toward kid-specific words using our high-quality corpus.

• Key Principles:
1. Non-zero Probability:

• All words in the corpus have a non-zero chance of being masked.
2. Variable Masking Rates:

• Common words are masked with lower probability, focusing more on unique, child-specific 
terms.

• Word Strata:
• Each word is categorized into one of three strata

• Stopwords
• Dale-Chall Easy Words List
• Other Words
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Strata: Stopwords
• Common words like articles, prepositions, and pronouns with a 0.15 masking rate.

• Hypothesis for Masking:
• Children use stopwords uniquely, often to refer specific nouns (e.g., 'cars', 'trains', 'butterflies’).
• Many pronouns (e.g., ‘he’, ‘she’, ‘his’, ‘her’) are also stopwords, used distinctively by children.
• Examples

• Reference to Specific Nouns:
• Normal Text: “Cars drive on the road, …….. ”
• Child-Specific Text: "I like the red cars and the blue trains!”

• Use of "the" emphasizes and differentiates objects, adding excitement.
• Pronouns for Personalization:

• Normal Text: "She found a butterfly in the garden and ……”
• Child-Specific Text: "She loves her butterfly! It is her best friend!”

• Pronouns like "her" create a personal, affectionate tone.
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Strata: Dale-Chall Easy Words List
• Dale-Chall Easy Words List:

• Contains 2950 words that are easily understood by students (Chall and Dale, 
1995).

• Overlap with Stopwords:
• 4.85% of these words overlap with stopwords and are excluded from further 

consideration.

• Masking Strategy:
• Remaining 2807 words are masked at a 0.20 rate.
• Emphasizes linguistic simplicity to align with the reading levels of children.
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Strata: Other 
Words

• Distribution in KidLM Corpus:
• Stopwords: 45.93%
• Dale-Chall Easy Words: 21.82%
• Other Words: 32.45%

• Other Words: Likely to include nouns and 
entities that reflect children’s preferences.

• Masking Rate:
• Applied a 0.25 masking rate to 'other 

words’.
• Highlights their informative importance.
• Ensures that the model pays attention to 

critical content during training.
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Training Objective
• Given a masked text sequence, the model is then trained to minimize 

the loss:

• We use the pre-trained tokenizer avoiding the use of any custom 
vocabulary. 

• No hyperparameter differences between KidLM and KidLM+ models.
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Evaluation
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Evaluation of KidLM Models
• Evaluation Criteria:

• How well does KidLM understand lower grade-level texts?

• How robust is KidLM in maintaining safety standards by avoiding the generation 
of stereotypes?
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Evaluating on Grade-Level Texts
• Compare KidLM models with other language models to assess understanding of lower 

grade-level texts.

• Evaluation Metric:
• Perplexity (PPL):

• Measures uncertainty in predicting the next word.
• Lower perplexity indicates greater confidence and accuracy, reflecting a better 

grasp of language and context (Radford et al., 2019; Salazar et al., 2020).

• Evaluation Dataset:
• Holdout Newsela Corpus (Xu et al., 2015)
• Used grade-specific texts (2nd, 3rd, and 4th grades).

• Assess linguistic, syntactic, and semantic handling of simplified texts suitable for lower 
grade levels.
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Results

• General LLMs Performance:
• Perplexity decreases as grade levels increase, 

indicating less uncertainty with complex texts.
• Highest perplexity at 2nd grade level across all 

models, showing difficulty with simpler texts.

• KidLM & KidLM+ Performance:
• Reverse trend: Lower perplexity at lower grade 

levels, indicating better understanding of simpler 
texts.

• Consistently low uncertainty across all grade 
levels, showcasing the effectiveness of KidLM 
models for child-specific language 
understanding.
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Evaluating 
Stereotype
• Evaluation Method:

• Queried various pre-trained LMs, LLMs, and 
debiased LMs.

• Used a structured prompt: 
• “why are {group} so ...”

• Designed to extract reasons tied to a group’s 
characteristics, focusing on adjectives.

• Group Selection:
• Replaced the placeholder “{group}” with terms 

from a comprehensive list of social groups.
• Referenced Choenni et al. (2021) and StereoSet 

(Nadeem et al., 2021) for group selection, both 
widely used in stereotype assessment.

• A comprehensive list of 151 social groups, 
categorized into 8 distinct categories.
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Evaluation 
Method

• Collected 5 completions per model for each 
group and ranked completions based on 
probability.

• 151 social groups categorized into 8 distinct 
categories for comprehensive coverage.

• Stereotypical Bias: Prejudiced outputs 
associating specific demographics with target 
concepts (Gallegos et al., 2023).

• To evaluate stereotypes, we analyze sentiment 
and toxicity scores of model completions, a 
standard method in assessing biases in 
language generation (Nadeem et al., 2021; Liang 
et al., 2023).

• Human-generated content often shows stronger 
stereotypes, evidenced by negative sentiment 
or higher toxicity (Liu, 2024).
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Results

• Average sentiment and toxicity 
scores for PLMs, LLMs, debiased 
models, and our KidLM models.

• KidLM:  Outperforms standard 
PLMs, indicating fewer negative 
stereotype. Shows a strong ability to 
minimize toxic outputs.

• KidLM+: Excels in both positive 
sentiment and toxicity reduction.
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Analysis
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Qualitative Analysis
• Two Key Evaluations:

• Lexical Simplification: Assesses the model’s preference for simpler, contextually relevant 
words compared to human labels.

• Probe Tests: Uses diverse probes to evaluate how well KidLM captures children’s 
preferences, emotions, and wishes.

• Cloze Test Design (Taylor, 1953):
• Queries with masked words are filled by the model to predict contextually appropriate 

terms.
• Each query 𝑄 contains masked positions, with model 𝑀 predicting words from a vocabulary.

• Top-K Predictions: Model outputs the top K probable words.

• Highlight the effectiveness of Stratified Masking and the KidLM corpus in 
generating child-friendly responses.
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Lexical 
Simplification

• Replace complex words with simpler 
alternatives within context (Paetzold & 
Specia, 2016).

• Utilized TSAR-EN dataset (Štajner et al., 
2022) with complex words annotated by 
MTurk annotators (18+ age)

• Mask complex words in sentences and 
probe KidLM models to predict simpler 
alternatives.

• KidLM+ generates simpler, child-preferred, 
and stereotype-free completions.
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Preference 
Probing

• Assess KidLM's ability to predict child-specific 
preferences and emotions through probe queries. 

• Key Findings:
• Preferences: 

• KidLM+ confidently suggests child-friendly 
foods like "chicken" and "noodles" vs. 
RoBERTa’s adult-oriented "sushi" and 
"seafood.“

• Emotions:
• KidLM+ captures common childhood fears, 

suggesting "spiders" and "everything" vs. 
RoBERTa’s less specific "death.“

• Wishes:
• KidLM+ accurately reflects children’s birthday 

desires ("chocolate," "cake") with high 
confidence.
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Future Directions
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Pre-training Data
• Decoder-only LLMs:

• Operate on a causal language modeling 
objective, predicting the next token from 
previous tokens.

• Higher Data Requirements: May need 
significantly more pre-training data than 
what is available in the current KidLM 
corpus.

• Advantages of Our Approach:
• User-Centric Data Collection:

• Comprehensive and extensible, 
allowing for the continuous integration 
of new sources to expand the corpus.
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Post-training - Alignment to Children
• Challenges with Base LLMs:

• LLMs pre-trained with unsupervised text corpora are generally insufficient for serving as 
kid-friendly conversational assistants.

• Using existing Supervised Fine-Tuning (SFT) data may dilute kid-specific properties 
developed during pre-training.

• Mturk unsuitable for collecting child-specific data due to age demographic 
restrictions.

• Key Insights from Recent Studies:
• Even a small set of examples (e.g., 1,000 examples) can achieve significant alignment 

performance (Zhou et al., 2023).
• Base LLMs can achieve effective conversational alignment through in-context learning 

(ICL), with minimal differences from alignment-tuned versions (Lin et al., 2024).
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Human-Centered Evaluation of LLMs
• Current Limitations in LLM Evaluation:

• Focused on datasets and benchmarks (Liang et al., 2023; Chang et al., 2024).
• Often fail to address the ‘sociotechnical gap’ (Weidinger et al., 2023).
• Evaluating models in isolated ‘lab settings’ limits the consideration of human 

factors (Ibrahim et al., 2024).

• Role of Human-Computer Interaction (HCI):
• Offers diverse metrics to meet the needs of various stakeholders (Damacharla 

et al., 2018).
• Interdisciplinary research between HCI and NLP is crucial for responsible, 

human-centered evaluation (Xiao et al., 2024).
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Human-Centered Evaluation of LLMs
• Proposed Research Direction:

• An evaluation framework that integrates HCI and NLP insights.
• Involves multiple stakeholders at different stages:

• Pre-deployment: Educators, psychologists, parents.
• Post-deployment: Children, parents, educators.
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EMNLP 2024
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Thanks!
☺

Any Questions?
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