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Motivation and Challenges

KidLM Construction

Analysis

Future Directions

1. Pre-training Data:
• Need more pre-training data than what is available in the current KidLM corpus.
• User-Centric data collection pipeline is extensible, allows integration of new sources.

2. Post-training Alignment
• Base LLMs are insufficient for serving as kid-friendly conversational assistants.
• A small set of examples (e.g., 1,000 examples) can achieve significant alignment performance.

3. Human-Centered Evaluation of LLMs
• Need an evaluation framework that integrates HCI and NLP insights.
• Involves multiple stakeholders at different stages:

a) Pre-deployment: Educators, psychologists, parents.
b) Post-deployment: Children, parents, educators.

• 1 in 3 internet users globally are children (UNICEF, 2017)
• Kids aged 8-12 spend 5+ hours of screen time daily (Rideout et al., 2022)
• This level of digital engagement presents both opportunities and challenges.

Cloze Test Design:

• Each query 𝑄 contains masked positions, with model 𝑀 predicting words from a vocabulary.

User-Centric Data Collection Pipeline

Evaluation

Lexical Simplification:

• Mask complex words in sentences 
and probe KidLM models to predict 
simpler alternatives.

• TSAR-EN: Complex words annotated 
by MTurk annotators (18+ age).

• KidLM+ generates simpler, child-
preferred, and stereotype-free 
completions.

Preference Probing:

• Preferences: 
• KidLM+ confidently suggests child-

friendly foods like "chicken" and 
"noodles" vs. RoBERTa’s adult-
oriented "sushi" and "seafood.“

• Emotions:
• KidLM+ captures common 

childhood fears, suggesting 
"spiders" and "everything" vs. 
RoBERTa’s less specific "death.“

• Wishes:
• KidLM+ accurately reflects 

children’s birthday desires 
("chocolate," "cake") with high 
confidence.

Two Key Aspects:

• "Who?": Demographics and intentions of content creators.
• "Whom?": Intended audience, ensuring the content is suitable for children.

Contributions

• We propose a user-centric data collection pipeline to curate high-quality data specifically 
written for, and occasionally by children, validated by website editors.

• We introduce a novel stratified masking technique for training an MLM on our KidLM corpus 
and validating the smooth integration of kid-specific properties into the LM.

• Our KidLM models effectively understand lower grade-level texts and show a reduced 
likelihood of reinforcing negative stereotypes and generating toxic completions across 151 
social groups in 8 categories.

Evaluation Criteria:

• How well does KidLM understand lower grade-level texts?
• How robust is KidLM in maintaining safety standards by avoiding generation of stereotypes?

Evaluating on Grade-Level Texts:

• Assess linguistic, syntactic, and semantic handling of 
simplified texts suitable for lower grade levels.

• Perplexity decreases as grade levels increase, indicating 
less uncertainty with complex texts.

• Lower perplexity at lower grade levels, indicating better 
understanding of simpler texts.

• Evaluating Stereotype:

• Used a structured prompt: 
• “why are {group} so ...”

• A comprehensive list of 151 social groups, categorized 
into 8 distinct categories.

Challenges:

• Bias and Toxicity: Stemming from vast, unvetted data used in model training. 
• Contextual Appropriateness: Current LMs often lack sufficient child-engagement features.
• Lexical Simplicity: Difficulty in maintaining age-appropriate simplicity for young users. 

Data Demographics:

• Majority of annotators are aged 18-35, 
reflecting adult safety, linguistic simplicity, 
and preferences, not those of children.

• Annotators on Amazon Mechanical Turk 
(MTurk) must be at least 18 years old.

Data Diversity & Quantity

• Data Diversity:
• Corpus includes a variety of genres: science, sports, history, animals, geography, 

technology, current events, book reviews, and more.
• Data collected from 21 sources across different regions: USA (4), India (4), Canada (3), 

Australia (1), UK (1), New Zealand (1), and other global sources (7).

• Data Quantity:
• KidLM corpus comprises 286,000+ documents, 2.91 million sentences, and 50.43 

million words resulting in 67.97 million tokens.

Training Objective:

• Given a masked text sequence, the model is then trained to minimize the loss:

Stratified Masking:

• Non-zero Probability: All words in the corpus have a non-zero chance of being masked.
• Variable Masking Rates: Common words are masked with lower probability, focusing 

more on unique, child-specific terms.
• Word Strata: (1) Stopwords (2) Dale-Chall Easy Words List (3) Other Words
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