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Motivation and Challenges Evaluation

* 1in 3 internet users globally are children (UNICEF, 2017)
 Kids aged 8-12 spend 5+ hours of screen time daily (Rideout et al., 2022)
« This level of digital engagement presents both opportunities and challenges.

Evaluation Criteria:

unicef @

for every child

« How well does KidLM understand lower grade-level texts?
« How robust is KidLM in maintaining safety standards by avoiding generation of stereotypes?

Challenges:
. o« o . . . . : . i Grade Levels (PPLs |)
+ Bias and Toxicity: Stemming from vast, unvetted data used in model training. Evaluating on Grade-Level Texts: Models — Sizes . 0
- Contextual Appropriateness: Current LMs often lack sufficient child-engagement features. _ o . . . BERT (base) T10M__ 5027 3828 4332
+ Lexical Simplicity: Difficulty in maintaining age-appropriate simplicity for young users. * Assess linguistic, syntactic, and semantic handling of BERT (large)  336M 6675 4397 7536
simplified texts suitable for lower grade levels. ROBERTa (base) 125M 3222 2486  58.7
Data Demographics: « Perplexity decreases as grade levels increase, indicating  RoBERTa(large) 355M 8174 77.06 9246
. InstructGPT Aya Dataset . . GPT-2 (base) 137M 22416 19492 174.0
AgtleSR;:ge Disztzil;l;tion Ag:SR;:ge Dis:II'iI;l;tion :_ESS Unce rtallnt}[/ WIEI? COmplethertS. | . d t b tt GPT.2 (medium) 380M 21499 17326 160.71
. ' 3% ! 8%  Lower perplexity at lower grade levels, indicating better ]
- Majority of annotators are aged 18-35, MU A 35 7% PETpIEXILY at S & OPI-2 (large)  812M 16953 144.33 1329
. . o . 3544 105% 3545 121% amazon understanding of simpler texts. Mistral-7B 7B 1520 12527 96.47
reflecting adult safety, linguistic simplicity 455 10.5% 555 30% ,
d preferences, not ’those of children | S S 7 e (13 BB 12l osas o0
aln , . ; : . Llama 2 13B 11231 9549 69.93
p . Table 1: Annotators’ Age Distribution in the Instruct- mecrar d! LLIIE d Evaluatlng Ste rEOt)Lpe: ama 2 (136) C ’ [
« Annotators on Amazon Mechanical Turk GPT (Ouyang et al., 2022) and Aya Dataset (Singh Llama3(88) 8B 189.05 182.74 131.98
et al., 2024) used for supervised fine-tuning (SFT). The KidLM (ours) 125M 21.35 20.52 30.63
(MTurk) mUSt be at IeaSt 18 years OId° top twopercentagesforeachdatasetaremarkedinbold. P Used a Structu red prompt: KldLM+ (ﬂ'llI'S) 125M 22 74 71.94 33.68

* Why are {gr OUp } SO ... . . Table 3: Sentence-level average PPL scores for various
e A Compl’ehenSIve list Of 151 social groups, CategOI’lzed LLMs, Causal LMs, and MLMs divided into grade-level.

Contr| bUt'onS into 8 distinct Categories, (4) indicates lower values for better performance. Sizes
(in parameters) >= 1B are considered as LLMs.
« We propose a user-centric data collection pipeline to curate high-quality data specifically PLMs Debiased PLMs LLMs Our Models
written fOI’, and occasionally by children, validated by website editors. Category  RoBERTa GPT2 GPT2  Debiased Auto  Mistral Llama2 Llama2 Llama3 oo v giarme

(base) (base) (large) Embed Debias (7B) (7B) (13B) (8B)

Sentiment Score

- We introduce a novel stratified masking technique for training an MLM on our KidLM corpus Age 2429 385 3189 1509 401 5594 S8 4441 3961 355 5751

. . . . . Ly - e - Gender 31.76 37.51 25.57 40.07 46.2 51.55 47.43 36.7 37.43 34.64 75.53
and validating the smooth integration of kid-specific properties into the LM. RN .0 i 00 171 ziss de2 4529 aam 035 3831 | 6108
Political 23.00 2214 20.24 20.1 20.14 30.05 17.59 16.37 22.8 17.31 48.71
. . Ethnicities 11.85 22,75 23.33 32.92 43.27 28.24 34.44 36.83 32.94 22.24 74.08
* Our I.<|dLI\/I models effectively understand lower grade-level texts and show a reduced D - >0 001 1458 3o WEEEN wsi 400 087 onso TATE
likelihood of reinforcing negative stereotypes and generating toxic completions across 151 Religion 1135 2736 3522 220 4549 2399 3423 2405 3233 154 5694
. . . Sexual 14.88 12.07 17.76 45.89 62.81 45.47 51.5 40.73 42.0 29.44 51.86
social groups in 8 categories. CALL/Ave. 1992772770 2536 2508 4043 4228 4177 3664 3as1 o767 6243
Toxicity Score
Age 62.65 7324 69Y.29 66.46 81.15 73.58 6Y.61 70.0 65.33 T8.606 74.03
Kid LM Con Struction Gender 70.7 7134 72.26 69.88  73.82 7377 6746 7192 61.99 76.19  75.14
Lifestyle 61.45 57.9 55.63 51.75 65.63 61.51 57.49 59.6 48.51 67.15 69.61
Political 54.95 62.2 63.9 60.47 63.0 T1.57 6H38.2 13.72 64.93 72.42 75.14
Ethnicities 42.94 41.84 4223 44.24 500,53 45.57 47.33 47.34 41.35 50.83 35.16
Nationalities 44 84 47.5 497 48.93 52.76 64.06 60.77 62.2 52.2 67.99 67.06
Religion 49 85 50.82 59.0 50.06 59.41 58.95 56.0 55.6 51.16 63.65 70.41
Sexual 43.19 34.05 40.05 49.58 47.62 41.46 40.0 35.45 37.98 45.43 47.19
CALL/Ave 5382 T 75486 5538 T US507 6174 6131 5836 5948 5293 6529 6672

Table 4: Evaluation results on the autocompletion stereotype. The best and second best average sentiment and

[ ol B read . toxicity scores are marked and highlighted. Higher scores indicate more positive sentiment and lower toxicity.
— | | —>
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User-Centric Data Collection Pipeline Lexical Simplification:
. Input Sentence Models Outputs / Labels
TWO Key ASpECtS: * MaSk Complex WO rds N Sentences Human | [killing, fighting, butchery]
. . “But the observers’ presence - - —
an d p ro be Kl d LM m Od e | S to p red | Ct hasnt stopped the bloodshed”. KidLM | [refugees, celebrations, rebels]
" " . . . . . KidLM+ | [villagers, goats, fun]
¢ WhO? . DemOgra ph ICS a nd |nte ntlonS Of CO nte nt CreatO I'S. Sim pler d |ternat|ves' “It decomposes to arsenic Human | [decays, breaks down, dissolves]
« "Whom?": Intended audience, ensuring the content is suitable for children. « TSAR-EN: Complex words annotated roxide, slemental urseni and | KLY {““ :g}
iodine when heated at °cCr 1 + | [turns, converts, changes
by MTU rk ann Otato 'S (1 8+ age)° “Six of the ringleaders have Human | [bosses, leaders, instiiators]
Data Dive rSity & Q ua ntity ° Kl d LM + ge ne rates Sl m p | e r" Ch | | d - laszl;;[:lllred and sent to other zﬁﬁr {E;;;Ti:;g?i:i:] suspects]
preferred, and stereotype-free '
. . cp .. completions. Table 5: Lexical simplification probing comparison with
Data DlverSIty' P our KidLM models to human labels.

« Corpus includes a variety of genres: science, sports, history, animals, geography,
technology, current events, book reviews, and more.
« Data collected from 21 sources across different regions: USA (4), India (4), Canada (3),

Preference Probing:

Australia (1), UK (1), New Zealand (1), and other global sources (7). ‘ Prefgrences: | |
« KidLM+ confidently suggests child-
. Data Quantity: friendly foods like "chicken" and
» KidLM corpus comprises 286,000+ documents, 2.91 million sentences, and 50.43 "nood|es” vs. ROBERTa’s adult- = —
million words resulting in 67.97 million tokens. oriented "sushi" and "seafood. RoBERT | pizza’ (0119) “sushi’ (0079, ‘rice’ (L039). pasta’ (007D, “seafoad’ (0057
* EmOtionS: Preferences | "My favorite food is [MASK]." KidLM | ‘chicken’ (0.258). ‘spaghetti’ (0.135), ‘pizza’ (0.038), ‘pancakes’ (0.03), ‘burgers’ (0.027)

KidLM+ | ‘chicken’ (0.34), ‘spaghetti’ (0.18), ‘noodles’ (0.098), ‘soup’ (0.063), ‘spinach’ (0.024)

« KidLM+ captures common

RoBERTa | ‘death’ (0.132), ‘him’ (0.06), ‘it’ (0.044), ‘spiders’ (0.039), ‘them’ (0.038)

Stratified Masking:

Ch | | d h OOd fea I’S, S Ugge St' ﬂg fmotions "l am scared of [MASK]." KidLM | ‘spiders’ (0.117), ‘everything’ (0.087), ‘heights’ (0.079), ‘dogs’ (0.062), ‘bugs’ (0.037)
and Feelings
ili I . I I " " I n KidLM+ | ‘spiders’ (0.189), ‘everything’ (0.086), ‘cats’ (0.077), ‘bugs’ (0.057), ‘snakes’ (0.051)
* Non-zero Probability: All words in the corpus have a non-zero chance of being masked. spiders” and "everything" vs.

RoBERTa | ‘you’ (0.096), ‘this’ (0.054), ‘nothing’ (0.046), ‘more’ (0.033), ‘chocolate’ (0.026)

RoOBERTa's less specific "death.” Wishes

o o and Desires
° Wl Shes. KidLM+ | ‘chocolate’ (0.527), ‘cake’ (0.081), ‘stars’ (0.034), ‘candy’ (0.032), ‘puppies’ (0.022)

"On my birthday, I want [MASK]." | KidLM | ‘cake’ (0.246), ‘chocolate’ (0.132), ‘something’ (0.063), ‘presents’ (0.044), ‘nothing’ (0.021)

- Variable Masking Rates: Common words are masked with lower probability, focusing
more on unique, child-specific terms.

° Word Strata: (1) StO pWO rdS (2) Dale'Cha” Easy Wo rdS LISt (3) Othel’ Wo I’dS * Kld LM+ 'aCCU rately reﬂeCtS Table 6: Output completions grouped by types, providing qualitative insights into model behaviors.
children’s birthday desires

("chocolate," "cake") with high

Today is her sixth birthday, and she confidence.
feels like a fairytale princess. She
wears a sparkly dress with a rainbow

\ Other Words

P(masked) = 0.25

| Plmasked) | P(masked) =020 of butterflies for her magical party. FUtU (S DireCtionS

0P "\\ (a) Random Masking
sopwois] e Today is her sixth birthday, and she 1. Pre-training Data:

Deh hat asy worc . Zsi‘srs ';"':paarklfs';\;ZLEW';’:;”;E;S{“bsohvi  Need more pre-training data than what is available in the current KidLM corpus.
‘!’ of butterflies for her magical party. » User-Centric data collection pipeline is extensible, allows integration of new sources.
Training Objective: (b) Stratified Masking 2. Post-training Alignmen§ | - | |
« Base LLMs are insufficient for serving as kid-friendly conversational assistants.
. Given a masked text sequence, the model is then trained to minimize the loss: « A small set of examples .(e.g., 1,000 examples) can achieve significant alignment performance.
3. Human-Centered Evaluation of LLMs
'MASK]  with prob. 0.15 for stopwords . n . Neeclll an evallualtion fliarf?el\(/jvork thgtficntegrates HCl and NLP insights.
). . * Involves multiple stakeholders at different stages:
Tar(wi) = q [MASK] with prob. 0.20 for DC easy words Lyvrym = = n E :log (i Tar; 0) a) Pre-deployment: Educators, psychologists, parents.

MASK]  with prob. 0.25 otherwise i=1 b) Post-deployment: Children, parents, educators.
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