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Introduction
● We present the first and most comprehensive evaluation of LVLMs on benchmark tasks 

focused on chart understanding and reasoning

● We evaluate several popular LVLMs,
o Closed source: GPT-4V, Gemini, Claude-3

o Open source: Phi-3-vision-128k-instruct

● We evaluate the models on five downstream tasks across seven benchmark datasets

● Our findings reveal,
o  LVLMs demonstrate capabilities in generating fluent texts covering high-level data insights

o However, they  encounter common problems like hallucinations, factual errors, and data bias
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Motivation
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• Recent advances in LVLMs, 
▪ show promise in multimodal tasks, 
▪ but their abilities in chart comprehension remain under-explored

• Existing SoTA models typically, 
▪ report quantitative performance on ChartQA 
▪ present no detailed analysis of the capabilities and limitations

• So we pose the following research question:

Are LVLMs up to the challenge of chart comprehension and reasoning?



Contributions
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Examine LVLMs 
performance 

using zero-shot 
CoT and PAL

Evaluate LVLMs in 
generating 

open-ended 
responses

Investigate 
hallucinations, 
factual errors, 

and biases

Examine LVLMs 
capabilities in 

chart data 
extraction

Analyze LVLMs in 
generating 

low-level and high 
level semantic 

content
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Evaluation
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2 Evaluation Method

Task-specific General Evaluation

• Tasks: Chart Question Answering, Chart 
Summarization, Open-ended ChartQA, 
Chart Fact Checking, Chart-to-Table

Criteria-based Focused Evaluation
• Hallucination Analysis 
• Analysis of Semantic Levels 

1 Models Evaluated
• GPT4V

• Gemini-1.0-pro-vision

• Claude-3-haiku

• Phi-3-vision-128k-instruc
t



Results (Task-specific General Evaluation)
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Results (Task-specific General Evaluation)

•Task-specific General Evaluation

• Gemini → better CoT reasoner

• GPT4V and Claude-3 → better at reasoning with code

• When the data values are not annotated in the charts, the 
performance of different models on ChartQA drops drastically



Results (Criteria-based Focused Evaluation)
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Hallucination Analysis



Results (Criteria-based Focused Evaluation)
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Error Distribution

The "entity" category showed the most errors, followed by "relation" and "contradictory" 
categories, aligning with findings from other NLP research

Hallucination Analysis (FAVA method – 6 hallucination types)

Model Comparison

Claude-3 had the highest error count, while Gemini and GPT4V showed better performance

Actionable Insight

Frequent hallucinations in entities and relations are often fixable with minor edits, 
underscoring the need for improved detection methods.



Results (Criteria-based Focused Evaluation)
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Analysis of Semantic Levels



Results (Criteria-based Focused Evaluation)
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Analysis of Semantic Levels (Four-level semantic framework)
Model Performance in Text generation

GPT4V produces longer summaries with detailed visual information Level 1 & 3, while 
Gemini generates concise summaries with statistical and domain-specific information 
Level 2 & 4. However, all models lack sufficient contextual insights Level 4.

Semantic Understanding in Question-Answering

GPT4V generally outperforms Gemini across different semantic levels, though both 
struggle with complex line charts, and Gemini excels in providing contextual information 
beyond the chart data.



Conclusion
To summarize,
• This is the first comprehensive analysis of LVLMs such as GPT-4V, Gemini, Claude, and Phi-3 

in real-world chart interpretation
• We evaluate the models across various tasks, including:

• ChartQA, Chart Summarization, Open ended ChartQA, Fact Checking with Charts, Chart-to-Table, etc.

• We investigate common issues such as hallucinations, factual errors, and bias in LVLMs using 
an error taxonomy for hallucinations

• Detailed analysis of text generation tasks, assessing models’ ability to describe:
• High-level trends and outliers
• Low-level details like chart colors, axis labels etc
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Thank You
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