
Product Entity Matching (PEM)

Product Entity Matching via Tabular Data
Ali Naeim abadi, Mir Tafseer Nayeem, and Davood Rafiei

University of Alberta

Dataset

Challenges

Experimental Results

• Product Entity Matching (PEM) is a subfield of
record linkage that focuses on linking records that
refer to the same product.

Contributions

Applications

"Digital Sports Watch" "Elegant Watch: GOLD"

"Sporty Sneakers: ON SALE""Trendy Platform Sneakers"
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• Multiple features of a product may be packed
into a product title.

• Some product titles are highly similar but are
labeled as non-matching pairs.

• Pieces of information may be in different places
for different products.

• Existing datasets, a fixed number of attributes
are given for all samples.

✓ Price Comparison
✓ Comprehensive Catalog
✓ Efficient Data Management
✓ Increased Sales

TAble & Text for Entity Matching (TATEM)

• Enrich popular and challenging benchmarks
with complementary product tables.

• Propose a new serialization technique to
encode semi-structured tables.

• TATEM employs both tabular and textual
information reaching a new SOTA.

• Design ARM to select important product-
specific attributes and to make the model data-
efficient

Attribute Ranking Module (ARM)

• We enriched popular PEM datasets.

• We added product-specific tables
• Varying numbers of attributes
• Many distinct schemas.

TATEM Model

TATEM employs a serialization technique for
semi-structured, product specific data.

TATEM Serialization

Attribute Ranking Module (ARM)

Generate the top 𝑛 attribute-value pairs for a
given product entity (e.g., from Amazon) in
response to a pair of entities (e.g., Amazon-Google)
for EM.

• Three Benefits
• An effective solution for transformer-based

PLMs on length limitation.

• TATEM equipped with ARM improves the overall
efficiency and effectiveness of the EM task.

• Reducing the number of input tokens save
computational resources, quicken the
inference time, and save financial resources.

ARM calculates the relevance of Amazon detail
table attributes, 𝑎𝑡𝑡𝑟_𝑖 , with respect to a Google
product context, and it returns the top 𝑛
attributes based on these estimates of relevance.

Our design choice for both encoders is Sentence-
BERT (SBERT), and we utilize cosine similarity as
the comparison function and title as the Google
product context.

• Results emphasizes the advantages of directly
serializing semi-structured data, particularly
for lengthy, complex product tables.

• TATEM, reaches new SOTA results (F1 score of
82.2 and 90.56 for Amazon-Google-Tab and
Walmart-Amazon-Tab.
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