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Abstract 

  

This paper proposes an Expected Forwarding Delay (EFD) forwarding scheme, tailored for the 

data forwarding for delay sensitive urban vehicular ad hoc networks. State-of-the-art schemes 

have demonstrated the effectiveness of their data forwarding strategies by exploiting known 

vehicular traffic statistics (e.g., densities and speeds). These results are encouraging; however, 

further improvements can be made by taking advantage of the growing popularity of GPS-

based navigation systems. This paper presents the first attempt to make data forwarding 

scheme of delay sensitive urban networks. In urban scenarios co-directional traffic consists of a 

collection of disconnected clusters. Since end-to-end connectivity between the sender and 

receiver is not guaranteed to exist, a car that stores a packet may have to carry it for a while 

before a suitable next hop can be identified. We begin by offering an analytical expression for 

the expected forwarding delay (EFD) in co-directional traffic. The proposed scheme uses co-

directional clusters (e.g. clusters that run in the same direction as the packets to deliver to the 

next vehicle).  When disconnection occurs between two co directional clusters, clusters in the 

opposite direction are used as bridges to the next co-directional cluster. For the accurate end-

to-end delay computation we have used city blocks .Furthermore, once a packet has been 

forwarded along a path, our scheme tries to reuse this path for the next subsequent data 

packets to reduce the broadcasting overload. Through theoretical analysis and extensive 

simulation, it is shown that our link delay model provides the accurate link delay estimation and 

our forwarding design outperforms the existing scheme in terms of both the data delivery delay 

and packet delivery ratio in case of delay sensitive urban VANETs.  
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1. INTRODUCTION 

           Vehicular Ad hoc Networks (VANETs) is a subclass of mobile ad hoc networks (MANETs) 

with special mobility pattern and rapidly changing topology. So the existing routing protocol of 

MANETs cannot be directly applied to VANETs. However, processing power and storage 

efficiency are not an issue in VANETs as they are in MANETs. VANETs a major component of the 

intelligent transportation systems (ITS) [1], becomes the important issue on providing safety 

and comfort of passengers in both highway and city scenarios. ITS is typically classified into two 

categories, road-to-vehicle communications (RVC) and inter-vehicle communications (IVC). 

Vehicular ad-hoc network (VANET) is a representative model for IVC. Inter-vehicle 

communications (IVC) has been gaining a great deal of importance over the past few years. Its 

increasing importance has been recognized by academia, industry and standards organizations 

for protocol design, major car manufacturers and governmental organizations.  

To support their development the US FCC (Federal Communications Commission) has 

allocated 75 MHz in the 5.9 GHz band for licensed Dedicated Short Range Communication 

(DSRC) [2] and IEEE has defined a new standard for DSRC named IEEE 802.11p. In recent years, 

the radio range of VANETs is extended to almost 1,000 meters. This has encouraged lots of 

governments and prominent industrial corporations such as Toyota, BMW and Daimler-Chrysler 

to launch several projects like Advanced Driver Assistance Systems (ADASE2) [3], Crash 

Avoidance Metrics Partnership (CAMP) [4], CarTALK2000 [5], FleetNet [6], and DEMO 2000 by 

Japan Automobile Research Institute (JSK). It is expected that ITS will bring huge economic and 
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social impacts by enabling inter-vehicle communications with or without the support of 

roadside infrastructures. 

Many new technologies have been studied for Intelligent Transport Systems (ITS) to 

increase vehicle safety and comfort.  These technologies are visualized to be implemented into 

two ways: (i) by the deployment of proper communication infrastructure along the roads to act 

as gateways to the Internet, or (ii) by the implementation of the “Vehicle Ad-hoc NETwork” 

(VANET) where vehicles communicate with each other in absence of specific communication 

infrastructure. In Roadside-to-Vehicle Communications (RVC) the cost of setting up wireless 

infrastructure (e.g., 3G) at every junction point (JP) is high .Each AP installation with power and 

wired network connectivity can cost US$5,000 [7]. Moreover, data forwarding may not be 

possible when such infrastructure does not exist or damaged due to disaster, whereas wireless 

LANs and vehicular networks can be used to provide important traffic, rescue, and evacuation 

information to the users. Currently, the Car-2-Car Communication Consortium [8] identified 

guidelines for providing vehicle-to-vehicle communications as well as a reference protocol 

architecture, but did not define channel and traffic models, channel usage, and routing 

algorithms yet. This leaves the floor to further study and proposals, especially in the context of 

routing. 

 However, due to the high mobility of the vehicles, it is generally difficult to find an end-

to-end connection between two specific locations in a VANET. This introduces opportunities for 

mobile vehicles to intermittently connect with each other when moving. Therefore much 

attention have been paid to a technology called a DTN (Delay or Disruption Tolerant Network), 
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which improves the message delivery rate in a sparsely connected network. In a DTN, no 

relaying node forwards a message if no suitable node is available for receiving the message. 

Hence the carry-and-forward strategy was proposed to overcome this network disconnection 

.The node store and carry the message with itself and forwards it later when such a node 

becomes available in its vicinity. In this way, a DTN can efficiently deliver messages even in a 

case with frequent network partitions as well as without an end-to-end connection for delay-

tolerant applications. 

            Along with the recent developments in the VANET field a number of attractive 

applications such as collision warnings, file sharing, navigation system, and automatic toll and 

poll collection, have attracted many eyes. Embedding sensors in vehicles can be established to 

monitor road states and other environmental conditions in large areas. Several commercial 

applications (e.g., hotels, restaurants and parking space availability, announcements of sale 

information, deliver advertisements, remaining stock at a department store, mobile e-

commerce) help to reduce the extra time and fuel wasted by the drivers and passengers while 

traveling, entertainment applications (e.g. Internet access ,multimedia content sharing and 

music downloads) have been envisioned. Without Internet connection, vehicular networks can 

also act as “data delivery networks” to query a data center several miles away. The 

aforementioned applications are not limited to vehicles within one hop or few hops away. The 

requester can issue a query from several miles away through multi-hop relay by a number of 

intermediate vehicles. In these types of applications the users (e.g. passengers or drivers) can 

tolerate up to seconds or minutes of delay as long as the reply will finally return. 
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On the other hand, to support the intelligent transportation system (ITS) for drivers 

VANETs have been investigated to be useful in new class of delay critical e-safety applications 

such as cooperative collision avoidance, pre or post-crash warning, abrupt obstacle avoidance 

(e.g., animal or tree) or other hazard detection (e.g., icing, surface water, pool of oil, pothole, 

etc.) that require time-critical responses (less than 50 ms).Emergency vehicles such as 

ambulances, fire engines, and police cars can be caught in traffic jams, and the resulting delay 

can lead to inestimable loss of life or injury.  The occurrence of a traffic accident should be 

immediately reported to approaching vehicles to prevent secondary accidents, and this 

information can also be propagated by an inter-vehicle communications system. The accident 

information should also be passed to the road-control operator through road-control networks 

so that the operator can take systematic action over a wide area to prevent further traffic 

disorder.   

This paper, for the first time, proposes a microscopic data forwarding scheme specially 

for these delay sensitive or critical applications. 
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2. Related works  

This section highlights major attempts made in routing protocols in VANET scenarios.   

       In previous works there have some major attempts in applying conventional MANET routing 

protocols to VANETs. On-demand approaches such as AODV [9] or DSR [10] suffer from 

Broadcast storm problem. Consequently, in these approaches an established route is a fixed 

succession of nodes between the source and destination leads to frequent broken routes in the 

presence of VANETs’ high mobility, Proactive approaches such as OLSR [11] suffered from count 

to infinity problem and oscillation problem due to high node mobility.  

VANET being a special type of MANET has unique characteristics which differentiate 

VANET from traditional MANET. First, as vehicles move at high speeds the topology of the 

vehicular network changes rapidly. Second, unlike MANETs where an end-to-end connection is 

usually assumed, vehicular networks are frequently disconnected depending on the vehicle 

density which results temporary network fragmentation. In addition, Vehicle velocities are also 

restricted according to speed limits, degree of congestion in roads, and traffic control strategies 

(e.g., RSU (Road Side Units), stop signs and traffic lights) which in turn results uneven 

distribution of vehicles that causes topology holes in the network. These characteristics make 

the classical MANET routing algorithms [9, 10, 11] inappropriate for vehicle-to-vehicle 

communications over VANETs, and significantly influence the design of alternative routing 

protocols.   

Position-based routing has proven to be well suited for highly dynamic environment 

such as VANETs Due to the low cost and popularity of global positioning system (GPS) and Geo-
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Location Services [12, 13, 14]. In geographic routing data are routed to vehicles based on their 

geographic location. Examples for position-based routing algorithms are face-2 [15], GPSR [16], 

DREAM [17] and terminodes routing [18]. Among them GPSR (which is algorithmically identical 

to face-2) is seems to be scalable and well suited for very dynamic networks. In GPSR [16], 

greedy forwarding is used to send packets to nodes that are always progressively closer to the 

destination. However, there are some cases where packets will reach a local maximum. In such 

a case, the node switches from greedy mode to perimeter mode to recovers from a local 

maximum based on the right-hand rule. So this protocol is inefficient and not suitable for high 

mobile network e.g. VANETs. 

Naumov et al. [19] presented the Advanced Greedy Forwarding (AGF) and also 

incorporated a velocity vector of speed and direction to accurately determine the location of a 

destination that significantly improves the effectiveness as well as the performance of GPSR 

[16]. Naumov et al. [19] also introduced Preferred Group Broadcasting (PGB) with route auto-

correction strategy to improve AODV [17]. PGB uses adaptive beaconing based on the number 

of neighbors to reduce control message overhead. 

To deal with the challenges of city scenarios, Lochert et al. [21] proposed GSR, a 

position-based routing with topological information. This approach employs greedy forwarding 

along previously selected shortest path. Simulation results show that GSR outperforms 

topology based approaches like (AODV [9] and DSR [10]) with respect to packet delivery ratio 

and latency by using realistic vehicular traffic. Later Lochert et al. [20] also designed GPCR 

without the help of map information, which is similar to GSR [21] but does not rely on 
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planarization of nodes. GPCR [20] employs a restricted greedy forwarding strategy which has a 

better recovery strategy than the perimeter mode of GPSR [16]. However, both of the protocols 

didn’t consider the case of low traffic density and vehicles’ movement, which make it difficult to 

find an end-to-end connection along the pre-selected path thus it failed to maintain route 

stability. Leeet al. [22] proposed GpsrJ+ to improve GPCR in Packet delivery ratio and hop 

count. Ma et al. [23] presented a path pruning algorithm to reduce the number of hops in 

perimeter mode. All of these geographic routing protocols are developed to improve GPSR [16] 

to provide a suitable routing solution for sparsely connected VANETs. 

            MDDV [25] and VADD [26] are two multi-hop routing protocols, which utilize the 

predictable mobility in VANET for data delivery in high mobility and frequently disconnection 

situations. The basic idea is without an end-to-end connection the message can be delivered 

through carry and forward, to the destination. When a network disconnection occurs, nodes 

carry the packet with itself and forward the packet to the nearest neighbor that moves into its 

vicinity or communication range. In VADD [26] dynamic route selection should continuously be 

executedconsidering delay into account throughout the packet forwarding process at the 

intersection. With the invalid assumption that the traffic density is static MDDV [25] combines 

geographical, opportunistic and trajectory-based forwarding. This mainly focuses on reliable 

routing. The Messages are forwarded opportunistically along the forwarding trajectory through 

intermediate nodes. VADD only considers how to find a path from a mobile vehicle to a coffee 

shops where the destination is static and proposes a delay model which is over simplified. 

However, when the vehicle density is low, the optimal path may not always be available at the 

moment. Thus, VADD has to deliver packets via detoured paths. In the worst case, the packet 
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may go through a much longer path that’s why VADD experiences dramatic performance 

degradation in packet delivery delay, and MDDV even renders poor reliability. 

Mo et al. [24] proposed on demand multi-hop routing protocol for urban vehicular ad 

hoc networks (MURU) to address the most important challenges of VANETs like high mobility 

and frequent link disconnection. The proposed protocol uses a special parameter called 

expected disconnection degree (EDD) to minimize the probability of path breakage by 

exploiting mobility information of each vehicle. However, this assumption is unfit in highway 

scenarios when traffic decomposes into disconnected clusters.  

In sparse scenarios, the best path is not always available at the moment a packet 

reaches an intersection, SADV [27] an Opportunistic Forwarding Protocol deployed a static 

node at each intersection in a completely mobile vehicular network to assist relay data. The 

static node can store the packet for a while until there are vehicles moving along the best path 

become available to forward the packet. Although it is quite expensive to install an 

infrastructure at each intersection but it reduces the overall data delivery delay. However, 

SADV can’t handle changing node density. 

Due to traffic light at intersection point vehicles decomposes into disconnected clusters. 

Taking this assumption into account, authors in [28] examined the network connectivity of 

message propagation in a two-dimensional grid without considering vehicle mobility. They 

derive connectivity probability for 2-d ladder (main-side streets) and formulate the problem for 

2-d lattice (city blocks) where combinatorial explosion problem arises. Here inter vehicle 

distance is considered exponential random variable, while it should be truncated exponential 
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random variable. This leads the cluster size distribution into an approximation. When the 

cluster size is not greater than the street segment then disconnection occurs in 1-d spaces (e.g., 

a street segment), they overcame this disconnection by propagating the message to other 

perpendicular streets instead of along the street where the vehicle is currently moving. 

Reflection, diffraction, and shadowing effect may arise in cities with high-rise buildings in 

perpendicular streets. 

A few recent protocols such as TBD [29] and TSF [30] also tried to derive the cluster size 

in a 1-d road segment with unidirectional traffic. These protocols tried to improve data 

forwarding by combining the physical trajectory information of a packet carrier and traffic 

statistics in the network. In TBD and TSF vehicles did not fully share and utilize trajectory 

information available in the network due to privacy reasons. In other words, individual vehicle 

only knows its own trajectory and does not share with other vehicles, thus leading to longer 

delays if the traffic density varies by time. In sparsely connected network a vehicle may needs 

to carry the packet indefinitely along its trajectory. In worse case, the validity of the data packet 

may be expired in case of delay sensitive applications when the vehicle is in the middle of its 

trajectory. 
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3. Problem Formulation 

In this section, we formulate the data forwarding in vehicular networks as follows: Given 

a road network topology graph (RNTG) without APs installed at every road intersection, our 

goal is to select a forwarding path from a moving source vehicle to a moving destination vehicle 

with the smallest End-to-End forwarding delay in bidirectional vehicular networks. Furthermore 

without re-broadcasting for the next data packet the previously selected path is dynamically 

reused (if possible) to maximize the lifetime of the communication.  

3.1 Assumptions  

Our work is based on the following assumptions: 

1) Vehicles as OBUs (On Board Units) communicate with each other through a wireless 

communication device (e.g. DSRC [31]).In recent years the extension of DSRC device can 

support data rate of 6 to 27 Mbps and transmission range can extend to almost 1,000 

meters. Car manufacturers and device vendors such as GM [33] and Toyota [32] are 

providing network devices with double interfaces that support both (DSRC or 802.11p 

and Wi-Fi protocols (802.11a/b/g). 

2) All vehicles are equipped with GPS-based navigation system, digital road maps [34, 35] 

and optional sensors. Location information of all vehicles/nodes can be identified with 

the help of GPS receivers and updated map information can be downloaded to car 

navigation systems. Nowadays, the price of a typical navigation device, which has a GPS 

receiver and Wi-Fi capability, is as cheap as 100 dollars therefore becoming affordable 

to many people.  The only communications paths available are via the ad-hoc network 



 
19 

and there is no other communication infrastructure. Vehicle’s power is not the limiting 

factor for the design. 

3) Many commercial navigation service vendors such as Garmin Ltd [34], MapMechanics 

[36] and Yahoo Maps provide automatic/periodic updates of context based maps and 

traffic conditions such as vehicle density, vehicle arrival rate 𝜆 and average vehicle 

speed 𝑣 per road segment. However, static information’s such as co-ordinates of 

different intersection point 𝐼𝑥𝑖,𝑦𝑖
, road segment length 𝑙 and the full road network 

topology graph (RNTG) 𝐺 = (𝑉, 𝐸)can be updated on a daily, weekly, or monthly basis. 

4) Traffic density and speed of vehicles is affected by location and time. In rural areas 

traffic density is very low that’s why it is beyond the scope of our paper. In case of large 

populated or urban areas during night hours very low density and high speed traffic 

(𝑣max ). On the other hand rush-hour traffic has low speed (𝑣min ) with high volume. 

For the sake of simplicity our delay model assumes that each vehicle has an 

independent speed taken uniformly from the interval [𝑣min , 𝑣max ]  and travels at 

this constant speed𝑣𝑐  independently from other vehicles. 

GPS navigation devices only consider the inherent static characteristics of roads, such as 

length and speed limit, as the parameters in determining the shortest-distance path for users. 

Thus, traditional shortest path algorithms like dijkstra cannot meet people’s dynamic demand. 

Now the question is:  how can one find the shortest-time route at the real time? Geographical 

forwarding approaches such as greedy perimeter stateless routing GPSR) [16], which always 

chooses the next hop closer to the destination is unsuitable for sparsely connected VANETs. In 

VADD [26] they showed that in case of urban area, especially at peak hours, shortest time path 
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is often different from shortest distance path because of varying traffic densities. TBD [29] 

comes to the conclusion that when the inter-arrival time of the vehicles decreases then the 

forwarding delay will eventually decrease. 

Let’s consider the packet forwarding scenarios described in fig. 1 where source S wants to 

communicate with destination denoted by D. There are two alternate paths from source 

intersection 𝐼11 such as  𝐼11 → 𝐼12 → 𝐼22 or  𝐼11 → 𝐼21 → 𝐼22 to reach at 𝐼22 which is the closest 

intersection to the destination D. Where two paths have the same distance from  𝐼11 to 𝐼22 , 

that means 𝑙11,12 + 𝑙12,22 =  𝑙11,21 + 𝑙21,22. On the other hand, path A ( 𝐼11 → 𝐼12 → 𝐼22 ) has 

higher network density than path B ( 𝐼11 → 𝐼21 → 𝐼22). 

We know that, Network density =
number of vehicles

𝑟𝑜𝑎𝑑 𝑠𝑒𝑔𝑚𝑒𝑛𝑡 𝑙𝑒𝑛𝑔𝑡ℎ
 

 𝜌11,22(𝐼12) =
15

( 𝑙11,12+ 𝑙12,22 )
  For path A if we use 𝐼12 as an intermediate intersection  

               𝜌11,22(𝐼21) =
8

( 𝑙11,21+ 𝑙21,22 )
  For path B if we use 𝐼21 as an intermediate intersection 

𝜌11,22(𝐼21)  =
8

( 𝑙11,12+ 𝑙12,22 )
as  𝑙11,12 + 𝑙12,22 =  𝑙11,21 + 𝑙21,22 .  

           Surely, we can see that 𝜌11,22(𝐼12) ≫ 𝜌11,22(𝐼21)  but the packet forwarding delay is less 

in path B. That means,   𝑑11,21 + 𝑑21,22 <  𝑑11,12 + 𝑑12,22since path A has the temporary 

network fragmentation problem .That’s why packet carrier 𝑛1 in path A needs to carry the 

packet further to overcome the link breakage .On the other hand; path B has well connectivity 

hence data packets can be forwarded by multi-hop wireless transmission manner. The carry 

delay is the dominating part of the total forwarding delay because carry delay is several times 



 
21 

longer than the multi-hop communication delay. For example, a vehicle takes 90 seconds to 

travel along a road segment of 1mile with a speed of 40MPH; however, it takes only 10 

milliseconds to forward a packet over the same road segment. 

               So the conclusion of TBD [29] doesn’t fit in this scenario described in fig. 1. The 

forwarding delay depends on the inter-vehicle distance which is exponentially distributed with 

parameter 𝜆 and the vehicle’s arrival at different time period is a Poisson distribution [37].The 

authors of [38,39] found that an exponential model is a good fit for highway vehicle traffic in 

terms of inter-vehicle distance and time distribution. These two distributions both combinedly 

define the connectivity of the forwarding path segments.  

 

Fig. 1.Packet forwarding scenarios. 

 

𝐧𝟏 
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4.   EFD: Link Delay Model 

In this section we analyze the link delay for one road segment with bidirectional vehicular 

traffic with the arrival rate 𝜆, variable vehicle speed 𝑣 , road segment length 𝐿 and the 

communication range 𝑅 in  2𝐷 road network topology graph (RNTG). 

In this paper, we define  

1. Connected Component or Cluster connected group of vehicles  that can communicate 

with eachother via either one-hop or multi-hop communication 

2. Microscopic Expected Forwarding Delay (MEFD) as the expected time taken by a packet 

carrier to forward a data packet through VANET to a moving destination vehicle.  

3. Disconnection length(𝑙𝑑)a part of total forwarding  length 𝑙𝑓  come into play when a 

packet carrier doesn’t find any suitable next hop in its communication range 𝑅 ,thus it 

carry the data packet with itself to overcome this disconnection. 

4. Connection Length(𝑙𝑐)a part of total forwarding length 𝑙𝑓  comes into play when a data 

packet is forwarded by multi-hop communication among vehicles through connected 

component.  

          Most of the previous works only focus on the one way road segment but in this paper we 

are going to define a routing metric called MEFD (Microscopic Expected Forwarding Delay) 

using bidirectional road segment that especially for delay sensitive or time critical applications. 

          In TBD [29] one way road segment is used to calculate the forwarding delay .As shown in 

fig.2 disconnection occurs in vehicle 𝑛2, therefore vehicle  𝑛2 needs to carry the data packet 

with itself in the whole road segment. As the carry delay is significantly larger than the multi-
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hop delay this will also make the forwarding delay larger. Thus, this will not suitable for the 

delay sensitive applications. To reduce the delay further, we have used cluster in the opposite 

direction as bridges to fill this gap between the clusters in the same direction as the packets to 

deliver to the next vehicle. The proposed scheme will have less delay than the TBD [29], as we 

can see in the fig 3 that the disconnection length  𝑙𝑑 has significantly reduced compare to in fig. 

2. As the carry distance is the dominating part in the total forwarding delay here the carry delay 

is reduced in fig. 3 by using the opposite directional cluster. 

 

fig :2. One way road segment is used for calculating the forwarding distance 

 

fig :3. Bidirectional road segment is used for calculating the forwarding distance 
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          In realistic scenarios, there can be more than one disconnection in the path .So, in one 

way road segment, forwarding length will be the series of connection and disconnection length. 

In this paper we define a routing metric by analyzing these typical scenarios and propose a 

microscopic routing metric named MEFD (Microscopic Expected Forwarding Delay) which is 

suitable for delay sensitive applications. 

We have used a probabilistic approach to derive the road segment delay as follows.  

4.1 Expected forwarding Delay in a cluster  

Expected forwarding delay in a cluster 𝐸[𝐷𝑐|𝐶] is derived in 4 steps as follows. 

Step 1: Determining expected number of vehicle in a cluster 

A group of vehicles form a cluster if inter-vehicle distance between any two vehicles in that 

group does not exceed the transmission range as in fig. 5. 

We can determine the probability that 𝑉 number of vehicles are inside a cluster using 

geometric distribution as follows. 

𝑃𝑣(𝑉) = (1 − 𝑃(𝑋 ≤ 𝑅)). 𝑃(𝑋 ≤ 𝑅)𝑉−1 , 𝑉 ≥ 1    

Here, 

𝑉 = Number of vehicles inside a cluster 

𝑋 = Inter-vehicle distance inside a cluster 

𝑅 = Transmission range of a vehicle 
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Inter-vehicle distance 𝑋 is truncated at right by 𝑅. According to (JMS4’08), 𝑃(𝑋 ≤ 𝑅)Can be 

obtained as follows:  

𝑃(𝑋 ≤ 𝑅) =
𝜇𝑒−𝜇𝑟

1−𝑒−𝜇𝑟    

Where, 𝜇 = 𝜆𝑣 

Here, 

𝜇= mean inter-vehicle distance 

𝜆 = arrival rate of vehicles 

𝑟= a constant transmission range of vehicle 

𝐸[𝑋]can be obtained as follows: (JMS4’08) 

𝐸[𝑋] =
1

𝜆
− 𝑅. (𝑒𝜆𝑟 − 1)

−1
     

Here, λ = arrival rate of vehicles 

So, expected number of vehicle in a cluster is- 

𝐸[𝑉] =
1

𝑃(𝑋≤𝑅)
= −

1−𝑒−𝜆𝑟

𝜆𝑒−𝜆𝑟

 

Fig. 5. Inter-vehicle distances in a cluster. 
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Step 2: Determining expected length of the cluster 𝐸[𝐿] 

Expected length of cluster 𝐸[𝑙𝑐] can be obtained- 

Inter-vehicle distance 𝑋 is independent and identically distributed random variable with 

truncated exponential distribution. Number of vehicle 𝑉 is also a random variable. 

We can use Wald’s equation to determine 𝐸[𝐿] 

𝐸[𝑙𝑐] = 𝐸[∑ 𝑋𝑖
𝑉−1
𝑖=1 ] = 𝐸[𝑉 − 1] × 𝐸[𝑋]  

Step 3: Determining Expected Hop count in a cluster 𝐸[𝐻] 

We have to compute 𝐸[𝐻] for each cluster in a road segment, and then we will take the sum. 

Minimum number of hop count in a cluster: 

 𝐻𝑚𝑖𝑛 =
𝐸[𝑙𝑐]

𝑅
 

Maximum number of hop count in a cluster: 

 𝐻𝑚𝑎𝑥 =
𝐸[𝑙𝑐]

𝐸[𝑋]
 

H is uniformly distributed between 𝐻𝑚𝑖𝑛 and 𝐻𝑚𝑎𝑥 

Expected hop count, 𝐸[𝐻] =
𝐻𝑚𝑎𝑥+ 𝐻𝑚𝑖𝑛

2
 

Step 4: Determining expected forwarding delay in a cluster 𝐸[𝐷𝑐|𝐶] 

Now we have computed expected hop count 𝐸[𝐻] and we know per hop delay 𝐷ℎ. 
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From this information, we can determine expected forwarding delay 𝐸[𝐷𝑐|𝐶] in a cluster- 

𝐸[𝐷𝑐|𝐶] = 𝐸[𝐻] × 𝐷ℎ   

4.2 Delay due to Carry and forward 

There can be three cases due to a disconnection in the road segment. 

Case 1: Best situation: 
 

From Fig. 5(a). There is a disconnection between cluster d and g, but there is an opposite 

cluster f within the range of both d and g which can multihop the data from d to g.The 

probability of this situation is- 

𝑃1 = Pr{𝑋𝑑,𝑓 ≤ 𝑅} Pr{𝑋𝑓,𝑔 ≤ 𝑅} 

𝑌1 = 0 

𝑓𝑌1
(𝑦) = {1,          𝑦 = 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 

Case 2: Average situation: 
 

From Fig. 5(b). There are disconnections between d and g and d and f, but f is connected with g. 

eventually f will be connected with d, but there is a restriction- f still has to be connected with g 

to multihop the data from d to g.The probability of this situation is- 

𝑃2 = Pr{𝑋𝑑,𝑓 > 𝑅} Pr{𝑋𝑓,𝑔 ≤ 𝑅} 

𝑎 = 𝑅 − 𝑋𝑓,𝑔 

𝑌2 = 𝑎 

𝑓𝑌2
(𝑥) =

𝜆𝑒−𝜆𝑥

1 − 𝑒𝜆(𝑅+2𝑎)
        

𝑓𝑜𝑟 𝑥 < 𝑅 + 2𝑎 
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Case 3: Worst situation: 

From Fig. 5(c).  There are disconnections between d and g and d and f and g. There is no way 

that d can transmit the data to g. The probability of this situation is- 

𝑃3 = Pr{𝑋𝑑,𝑓 ≤ 𝑅} Pr {𝑋𝑓,𝑔 > 𝑅} 

In this case, cluster d will store the data in the buffer- so that it can carry and forward when 

cluster f fails to forward it to cluster g. 

 

 

 

 

 

          

 

 

 

 

 

 

  d g 

f 

𝑋𝑓,𝑔

≤ 𝑅 

𝑋𝑑,𝑓

≤ 𝑅 

𝑋𝑑,𝑔

> 𝑅 

 

  d g 

f 

𝑋𝑓,𝑔 > 𝑅 𝑋𝑑,𝑓 ≤ 𝑅 

𝑋𝑑,𝑔 > 𝑅 

Fig. 5(a). Fig. 5(b). 

Fig. 5(c). 

 

  d g 

f 

𝑋𝑑,𝑓 > 𝑅 

𝑋𝑑,𝑔 > 𝑅 

𝑋𝑓,𝑔 ≤ 𝑅 
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Based on above 3 cases, the density function of the disconnection distance is 

𝑓𝑌(𝑦) = ∑ 𝑃𝑖 × 𝑓𝑌𝑖
(𝑦)

3

𝑖=1

 

4.3 One road segment delay: 

Now we have determined both connected delay𝐷𝑐  and disconnection delay𝐷𝑑. We can use the 

following recursive equation to determine total one road segment delay. 

𝐸[𝐷] = 𝐸[𝐷|𝑙𝑟 > 𝑅] × Pr {𝑙𝑟 > 𝑅} 

 Here, 𝐷 = 𝐷𝑐 + 𝐷𝑑 

𝑙𝑟= remaining road length 
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5.EFD: E2E Delay Model 

In this section we model the E2E delay with the use of dynamic programming. E2E delay is the 

summation of the per-hop delay along the path. We mainly map the famous dynamic 

programming problem LCS (Longest Common Subsequence) to construct our E2E delay model. 

We define the road network topology graph for the E2E delay computation as follows:   

Definition (road network topology graph (RNTG)). Let Road network topology graph (RNTG) be 

the directed graph of 𝐺 = (𝑉, 𝐸), where 𝑉 = {𝑣1, 𝑣2, … . , 𝑣𝑛} is a set of intersections in the 

network topology graph and 𝐸 = [𝑒𝑖𝑗] is a matrix of edge  𝑒𝑖𝑗 for vertices 𝑣𝑖  and 𝑣𝑗  where 𝑣𝑖and 

𝑣𝑗are adjacent to each other such that 𝑒𝑖𝑗 ≠  𝑒𝑗𝑖. Fig.6. Shows a road network topology graph. 

 

Fig. 6.  Road network topology graph (RNTG) 
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5.1 Setting the Restricted Forwarding Area  

Our job is to find the minimum microscopic expected forwarding delay between two arbitrary 

intersections. Unfortunately, it is impossible to find since it involves unlimited unknown 

intersections. However, by placing an area, including the source and the destination in a road 

network topology graph, we can surely able to find it. This will reduce the control message 

overhead because only the road segments within the area are used as available paths to 

compute the delay and only nodes within the road segments may be a possible intermediate 

node on the path. Restricted forwarding area is like a rectangle and can easily be calculated 

according to the location of the current sender, denoted by S, and the destination, denoted by 

D in fig. 6. We limit the forwarding range as follows: 

𝐹𝑜𝑟𝑤𝑎𝑟𝑑𝑖𝑛𝑔𝐴𝑟𝑒𝑎. 𝑋𝑙𝑒𝑓𝑡 = ⌈min(𝑆. 𝑋, 𝐷. 𝑋)⌉ − 𝑀 

 𝐹𝑜𝑟𝑤𝑎𝑟𝑑𝑖𝑛𝑔𝐴𝑟𝑒𝑎. 𝑋𝑟𝑖𝑔ℎ𝑡 = ⌈max(𝑆. 𝑋, 𝐷. 𝑋)⌉ + 𝑀 

 𝐹𝑜𝑟𝑤𝑎𝑟𝑑𝑖𝑛𝑔𝐴𝑟𝑒𝑎. 𝑌𝑏𝑜𝑡𝑡𝑜𝑚 = ⌊min(𝑆. 𝑌, 𝐷. 𝑌)⌋ − 𝑀 

  𝐹𝑜𝑟𝑤𝑎𝑟𝑑𝑖𝑛𝑔𝐴𝑟𝑒𝑎. 𝑌𝑡𝑜𝑝 = ⌈max(𝑆. 𝑌, 𝐷. 𝑌)⌉ + 𝑀  

         Where M is the system parameter that can be tuned dynamically based on the traffic 

statistics. It is usually equal to the length of street segment. Floor (⌊⌋) and ceiling (⌈⌉) is used to 

find the closest intersection point  𝐼𝑥𝑖 𝑦𝑖
 for source as well as destination. 
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5.2 Expected Forwarding Delay (EFD) at Intersection 

          In this section, we explain how to compute the EFD at an intersection, using dynamic 

programming. Suppose that a packet carrier at intersection  𝐼𝑥𝑖 𝑦𝑖
 expected to deliver towards 

intersection 𝐼𝑥𝑗 𝑦𝑗 
. At first we introduce the following notations:  

1) 𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑗𝑦𝑗
: The expected forwarding delay for edge 𝑒𝑥𝑖 𝑦𝑖  , 𝑥𝑗 𝑦𝑗  

 when a packet carrier at 

intersection  𝐼𝑥𝑖 𝑦𝑖
 chooses to deliver data packet towards 𝐼𝑥𝑗 𝑦𝑗 

 as the next intersection.  

2) 𝑃(𝑥𝑖 𝑦𝑖 , 𝑥𝑗𝑦𝑗): Probability that the packet is forwarded through edge 𝑒𝑥𝑖 𝑦𝑖  , 𝑥𝑗 𝑦𝑗  
at 

intersection 𝐼𝑥𝑖 𝑦𝑖
. 

3) 𝐷𝐼𝑥𝑖 𝑦𝑖
(𝐼𝑥𝑛 𝑦𝑛

) : Denote the cost of least-delay path from current intersection  𝐼𝑥𝑖 𝑦𝑖
 to  

𝐼𝑥𝑛 𝑦𝑛
 , where  𝐼𝑥𝑛 𝑦𝑛

 is the final intersection before the destination.  

Thus, we formulate 𝐷𝐼𝑥𝑖 𝑦𝑖
(𝐼𝑥𝑛 𝑦𝑛

) recursively as follows:  

𝐷𝐼𝑥𝑖 𝑦𝑖
(𝐼𝑥𝑛 𝑦𝑛

) = min {𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑗𝑦𝑗

(c)
 𝑃(𝑥𝑗𝑦𝑗) + 𝐷𝐼𝑥𝑗 𝑦𝑗

(𝐼𝑥𝑛 𝑦𝑛
)} 

 

5.2.1 Calculating  𝒅𝒙𝒊 𝒚𝒊 , 𝒙𝒋𝒚𝒋

(𝐜)
 

          Previous calculation of  𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑗𝑦𝑗

(c)
 is only for one-dimensional spaces (e.g., a street 

segment).There might be series of  𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑗𝑦𝑗

(c)
 for determining the E2E(End to End) delay and 

this must be calculated at every intersection from source intersection( 𝐼𝑥𝑖 𝑦𝑖
) to destination 

intersection(𝐼𝑥𝑛 𝑦𝑛
 ) with updated map information. Although the traffic statistics is changing 

over time but during this time a message can be propagated 3 or more intersection away 
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depending on the vehicle density from where the current delay calculation has been done. To 

reduce this computational complexity (computing delay at every intersection) and number of 

sub-paths through to the destination we have considered two-dimensional spaces (e.g. city 

blocks) into our delay calculation.Now we define the block as follows: 

 

Definition 4 (City Block) Let City Block be the smallest element in the road network topology 

graph (RNTG) grid layout which consists of exactly 4 intersection point such as 𝐼𝑥𝑖 𝑦𝑖
 

,𝐼𝑥𝑖+1 𝑦𝑖
,𝐼𝑥𝑖+1 𝑦𝑖+1

𝐼𝑥𝑖 𝑦𝑖+1
 such that each intersection point is adjacent to one another and forms a 

rectangle(in fig.7. case: 1). 

 

 

Fig. 7.Data forwarding cases 

In calculating  𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑗𝑦𝑗

(c)
 ,when a packet carrier at intersection  𝐼𝑥𝑖 𝑦𝑖

 chooses to deliver data 

packet towards 𝐼𝑥𝑗 𝑦𝑗 
, we have considered five cases where c determines case number. 
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𝑖𝑓 |𝑥𝑖 − 𝑥𝑗| = 1 ⋂|𝑦𝑖 − 𝑦𝑗| = 1  𝑡ℎ𝑒𝑛 𝑐 = 1  

𝑖𝑓 |𝑥𝑖 − 𝑥𝑗| = 2 ⋂|𝑦𝑖 − 𝑦𝑗| = 1  𝑡ℎ𝑒𝑛  𝑐 = 2 

𝑖𝑓 |𝑥𝑖 − 𝑥𝑗| = 1 ⋂|𝑦𝑖 − 𝑦𝑗| = 2 𝑡ℎ𝑒𝑛  𝑐 = 3  

𝑖𝑓 |𝑥𝑖 − 𝑥𝑗| = 0 ⋂|𝑦𝑖 − 𝑦𝑗| = 1 𝑡ℎ𝑒𝑛  𝑐 = 4   

𝑖𝑓 |𝑥𝑖 − 𝑥𝑗| = 1 ⋂|𝑦𝑖 − 𝑦𝑗| = 0 𝑡ℎ𝑒𝑛  𝑐 = 5  

          In case: 2 we have extended one block horizontally and in case: 3 one block vertically this 

will reduce the number of sub-paths in total route and eventually increase the number of 

alternate paths in each block. When disconnection occurs in one path  we can use other 

alternate paths in case of c=1,2,3.If we increase the number of blocks more we can find more 

close-to-optimal paths but with more computation and control message overhead. However, 

when the number of block is larger, then combinatorial explosion problem may arise in this 

approach. Thus, there is a tradeoff between computational complexity and accuracy in delay 

estimation when extending the block. In the worst case scenario  when no such block is found 

then by default case 4 and case 5 is used to calculate the delay. 

Therefore, in case: 1, where 𝐼𝑥𝑖+1 𝑦𝑖+1
is the immediate destination then  𝐼𝑥𝑗 𝑦𝑗 

= 𝐼𝑥𝑖+1 𝑦𝑖+1
 .There 

are two different alternate paths such as 𝐼𝑥𝑖 𝑦𝑖
→ 𝐼𝑥𝑖+1 𝑦𝑖

→ 𝐼𝑥𝑖+1 𝑦𝑖+1
 or 𝐼𝑥𝑖 𝑦𝑖

→ 𝐼𝑥𝑖 𝑦𝑖+1
→

𝐼𝑥𝑖+1 𝑦𝑖+1
 when value of c=1 for case: 1 
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 𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑗𝑦𝑗

(c)
=  𝑑𝑥𝑖 𝑦𝑖 ,𝑥𝑖+1 𝑦𝑖+1     

(1)
                                                                         

= 𝑚𝑖𝑛 (𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑖𝑦𝑖+1
+ 𝑑𝑥𝑖𝑦𝑖+1 , 𝑥𝑖+1𝑦𝑖+1 

 ,  𝑑𝑥𝑖 𝑦𝑖  ,   𝑥𝑖+1𝑦𝑖 
+  𝑑 𝑥𝑖+1𝑦𝑖  ,   𝑥𝑖+1𝑦𝑖+1 

) 

is calculated to choose one sub-path with the minimum expected data packet forwarding delay 

between 𝐼𝑥𝑖 𝑦𝑖
 and 𝐼𝑥𝑖+1 𝑦𝑖+1

 from the two different alternate paths. 

Therefore, in case: 2, where 𝐼𝑥𝑖+2 𝑦𝑖+1
is the immediate destination then  𝐼𝑥𝑗 𝑦𝑗 

= 𝐼𝑥𝑖+2 𝑦𝑖+1
 .There 

are three different alternate paths such as  𝐼𝑥𝑖 𝑦𝑖
→ 𝐼𝑥𝑖+1 𝑦𝑖

→ 𝐼𝑥𝑖+2 𝑦𝑖
→ 𝐼𝑥𝑖+2 𝑦𝑖+1

or  

𝐼𝑥𝑖 𝑦𝑖
→ 𝐼𝑥𝑖 𝑦𝑖+1

→ 𝐼𝑥𝑖+1 𝑦𝑖+1
→ 𝐼𝑥𝑖+2 𝑦𝑖+1

 or  

𝐼𝑥𝑖 𝑦𝑖
→ 𝐼𝑥𝑖+1 𝑦𝑖

→ 𝐼𝑥𝑖+1 𝑦𝑖+1
→ 𝐼𝑥𝑖+2 𝑦𝑖+1

when value of c=2 for case: 2  

is calculated to choose one sub-path with the minimum expected data packet forwarding delay 

between 𝐼𝑥𝑖 𝑦𝑖
 and 𝐼𝑥𝑖+2 𝑦𝑖+1

 from the three different alternate paths. 

 𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑗𝑦𝑗

(c)
=  𝑑𝑥𝑖 𝑦𝑖 ,𝑥𝑖+2 𝑦𝑖+1

(2)
= 𝑚𝑖𝑛 (

𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑖𝑦𝑖+1
+ 𝑑𝑥𝑖𝑦𝑖+1 , 𝑥𝑖+1𝑦𝑖+1 

+ 𝑑𝑥𝑖+1𝑦𝑖+1 ,𝑥𝑖+2 𝑦𝑖+1
 ,

 𝑑𝑥𝑖 𝑦𝑖  ,   𝑥𝑖+1𝑦𝑖 
+  𝑑 𝑥𝑖+1𝑦𝑖  ,   𝑥𝑖+1𝑦𝑖+1 

+ 𝑑𝑥𝑖+1𝑦𝑖+1 ,𝑥𝑖+2 𝑦𝑖+1

 𝑑𝑥𝑖 𝑦𝑖  ,   𝑥𝑖+1𝑦𝑖 
+ 𝑑𝑥𝑖+1𝑦𝑖  ,   𝑥𝑖+2𝑦𝑖 

+ 𝑑𝑥𝑖+2𝑦𝑖 ,   𝑥𝑖+2 𝑦𝑖+1

, ) 

Therefore, in case: 3, where 𝐼𝑥𝑖+1 𝑦𝑖+2
is the immediate destination then  𝐼𝑥𝑗 𝑦𝑗 

= 𝐼𝑥𝑖+1 𝑦𝑖+2
 .There 

are three different alternate paths such as  𝐼𝑥𝑖 𝑦𝑖
→ 𝐼𝑥𝑖+1 𝑦𝑖

→ 𝐼𝑥𝑖+1 𝑦𝑖+1
→ 𝐼𝑥𝑖+1 𝑦𝑖+2

 

𝐼𝑥𝑖 𝑦𝑖
→ 𝐼𝑥𝑖 𝑦𝑖+1

→ 𝐼𝑥𝑖 𝑦𝑖+2
→ 𝐼𝑥𝑖+1 𝑦𝑖+2

 

𝐼𝑥𝑖 𝑦𝑖
→ 𝐼𝑥𝑖 𝑦𝑖+1

→ 𝐼𝑥𝑖+1 𝑦𝑖+1
→ 𝐼𝑥𝑖+1 𝑦𝑖+2

 

 𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑗𝑦𝑗

(c)
=  𝑑𝑥𝑖 𝑦𝑖 ,𝑥𝑖+1 𝑦𝑖+2

(3)
= 𝑚𝑖𝑛 (

𝑑𝑥𝑖 𝑦𝑖 , 𝑥𝑖𝑦𝑖+1
+ 𝑑𝑥𝑖𝑦𝑖+1 , 𝑥𝑖𝑦𝑖+2 

+ 𝑑𝑥𝑖𝑦𝑖+2 ,   𝑥𝑖+1 𝑦𝑖+2
 ,

 𝑑𝑥𝑖 𝑦𝑖  ,   𝑥𝑖+1𝑦𝑖 
+  𝑑𝑥𝑖+1𝑦𝑖  ,   𝑥𝑖+1𝑦𝑖+1 

+ 𝑑𝑥𝑖+1𝑦𝑖+1 ,   𝑥𝑖+1 𝑦𝑖+2

 𝑑𝑥𝑖 𝑦𝑖  ,   𝑥𝑖𝑦𝑖+1 
+  𝑑𝑥𝑖𝑦𝑖+1  ,   𝑥𝑖+1𝑦𝑖+1 

+ 𝑑𝑥𝑖+1𝑦𝑖+1 ,   𝑥𝑖+1 𝑦𝑖+2

, ) 
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When value of c=3 for case: 3 is calculated to choose one sub-path with the minimum expected 

data packet forwarding delay between 𝐼𝑥𝑖 𝑦𝑖
 and 𝐼𝑥𝑖+1 𝑦𝑖+2

 from the three different alternate 

paths 

5.2.2 Calculating 𝑷(𝒙𝒋𝒚𝒋) 

 

 

 

 

Fig. 8.  Forwarding Probability cases 

Case 1: where (2, 2) is the destination, there are two alternate paths to reach from (1, 1) to (2, 

2). 

Path A: (1, 1) (1, 2) (2, 2)      

Path B: (1, 1) (2, 1) (2, 2)         

               Path A where (1, 1) and (2, 2) are connected by the intermediate node (1, 2), and path 

B where the intermediate node is (2, 1). For the simplicity of the calculation let assume that 

each edge or street segment is connected with equal probability 𝑃, we have the connectivity 

probability for (2, 2). Path A and Path B both are independent to each other as both paths have 

no overlapping street segments.                    

Case: 4 

1, 1 

1, 2 

Case: 5 

1, 1 2, 1 

1, 1                    

2, 2 1, 2 

2, 1 3, 1 

3, 2 

Case: 2 

2, 2 

1, 1                    2, 1 

1, 2 

Case: 1 

1, 1                    
2, 1 

1, 2 2, 2 

1, 3 2, 3 

Case: 3 
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𝑃(2,2) = 𝑃(𝐴⋂𝐵) = 𝑃(𝐵|𝐴)𝑃(𝐴) 

 = 𝑃(𝐵)𝑃(𝐴) 

                                      = 𝑃2 ∗ 𝑃2 = 𝑃4 

Case 2:   where(3, 2) is the destination, there are three alternate paths to reach from (1, 1) to 

(3, 2).  

Path A: (1, 1) (1, 2) (2, 2) (3, 2)     

Path B: (1, 1) (2, 1) (3, 1) (3, 2)   

 Path C: (1, 1) (2, 1) (2, 2) (3, 2)  

 

       There is also one extra path possible e.g. (1, 1) (1, 2) (2, 2) (2, 1) (3, 1) (3, 2) but 

this will significantly increase the number of path segments and therefore leads to more delay. 

Moreover a packet should not be forwarded to the edge that is worse than the edge the carrier 

moves toward, as (2, 2) is more geographically closer to (3, 2) than (2, 1). So we will not take 

this path into our account.           
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Here all paths are dependent on each other. So  𝑃(𝐶|(𝐴⋂𝐵)) can be found by seeing how 

many path segments are in path C which is not overlap compares to both path A and B. In path 

C there are 2 such path segments are non-overlapping. 

 

𝑃(3,2) = 𝑃(𝐴⋂𝐵⋂𝐶) = 𝑃(𝐶|(𝐴⋂𝐵))𝑃(𝐵|𝐴)𝑃(𝐴) 

                                         = 𝑃2 ∗ 𝑃2 ∗ 𝑃3 = 𝑃7 
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CHAPTER-6 

FLEXIBLE PATH RECONSTRUCTION 
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6. Flexible Path Reconstruction  

           Unlike MANETs, the mobility of vehicles in VANET is constrained by the roads. Although 

the topology changes dramatically in VANET but still a path can be alive during certain duration 

of time due to roadmap geometry. This has significantly encouraged us to reuse the previous 

path without further re- broadcasting.This also reduces broadcasting load in the network and 

thus noticeably improves the delay for critical delay sensitive applications. Moreover, transport 

layer protocol like TCP relies on acknowledgement of the sent data packet within certain 

duration of time .However, previous data packet forwarding path also can be used for the ack 

packet for vehicular internet access. 

 

To identify path duration time first we need to know the individual link duration time 

along the path. Link duration time means the maximum time of connectivity between two 

neighboring vehicles.  We assume that two nodes  𝑖 and  𝑗 within the transmission range  ℝ of 

each other. Let ( 𝑥𝑖 ,𝑦𝑖) and  (𝑥𝑗 ,𝑦𝑗)  be the coordinate for node or vehicle  𝑖  and 𝑗   with 
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velocity  𝑣𝑖  and  𝑣𝑗   and direction  𝜃𝑖   and  𝜃𝑗  (0 <𝜃1   and  𝜃2<2𝜋 ) respectively in fig.. Minimum 

connectivity duration time of series of valid intermediate pair of nodes in the sub-path 

constitutes the individual link duration time (LDT) for the sub-path. 

𝐿𝐷𝑇 [𝐶𝐼𝑥𝑖 𝑦𝑖
, 𝐶𝐼𝑥𝑗𝑦𝑗

] = min (𝐿𝐷𝑇[𝑖, 𝑗], 𝐿𝐷𝑇[𝑗, 𝑘], … … . . , 𝐿𝐷𝑇[(𝑛 − 1), 𝑛]) 

𝐿𝐷𝑇 [𝐶𝐼𝑥𝑖 𝑦𝑖
, 𝐶𝐼𝑥𝑗𝑦𝑗

]is the link duration time of the sub-path starting from 𝐼𝑥𝑖 𝑦𝑖
 to 𝐼𝑥𝑗𝑦𝑗

from the 

total path.𝐶𝐼𝑥𝑗𝑦𝑗
 , the valid packet carrier at 𝐼𝑥𝑖 𝑦𝑖

 is 𝑖 and packet carrier at 𝐼𝑥𝑗 𝑦𝑗
is. 

𝐿𝐷𝑇[𝑖, 𝑗]means the link duration time between two neighboring vehicles 𝑖 and 𝑗  . We can 

predict the link duration time (LDT) from [40] is derived in equation. 

𝐿𝐷𝑇[𝑖, 𝑗] = −(𝑎𝑏 + 𝑐𝑑) +
√(𝑎2 + 𝑐2)𝑟2 − (𝑎𝑑 − 𝑏𝑐)2

𝑎2 + 𝑐2
 

Where, 𝑎 = 𝑣𝑖𝑐𝑜𝑠𝜃𝑖 − 𝑣𝑗𝑐𝑜𝑠𝜃𝑗 

              𝑏 = 𝑥𝑖 − 𝑥𝑗  

              𝑐 = 𝑣𝑖𝑠𝑖𝑛𝜃𝑖 − 𝑣𝑗𝑠𝑖𝑛𝜃𝑗  

             𝑑 = 𝑦𝑖 − 𝑦𝑗 

Note that when 𝑣𝑖  = 𝑣𝑗  and 𝜃𝑖= 𝜃𝑗 , LDT becomes ∞. Most of previous research works 

considered vehicle speed 𝑣  is constant for all the vehicles and vehicles in the same direction 

are used as the next hop packet carrier but here in this paper, we have worked with variable 

packet velocities in respect to each other in bidirectional road traffic. 
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Now the total path duration time (PDT) is the minimum duration time of sub-can be calculated 

as  

𝑃𝐷𝑇[𝑠, 𝑑]

= 𝑚𝑖𝑛 (𝐿𝐷𝑇 [𝑠, 𝐶𝐼𝑥𝑖 𝑦𝑖
] , 𝐿𝐷𝑇 [𝐶𝐼𝑥𝑖 𝑦𝑖

, 𝐶𝐼𝑥𝑗𝑦𝑗
] , … , 𝐿𝐷𝑇 [𝐶𝐼𝑥(𝑛−1) 𝑦(𝑛−1)

, 𝐶𝐼𝑥𝑛 𝑦𝑛
] , 𝐿𝐷𝑇 [𝐶𝐼𝑥𝑛 𝑦𝑛

, 𝑑]) 

Where, 𝑃𝐷𝑇[𝑠, 𝑑]  is the total path duration time from source 𝑠 to destination 𝑑. 

In fig we can see that  

 

 

 

  



 
45 

 

 

 

 

 

CHAPTER-7 

PERFORMANCE EVALUATION 
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7. Performance Evaluation 

In this section, we evaluate the performance of EFD by comparing it with a state-of-the-art 

scheme, TBD while for the fairness; our link delay model is EFD. 

 We use a tool MOVE (MObility model generator for VEhicular networks) to generate 

realistic mobility models for VANET simulations. 

 MOVE is built on top of an open source micro-traffic simulator SUMO (S. S. of Urban 

Mobility, 2009).  

 The output of MOVE is a mobility trace file that contains information of realistic vehicle 

movements which can be used by ns-2. 

 

 
The evaluation is based on the following: 
 
Performance Metric: Expected Forwarding Delay (EFD) 
Parameters: In the performance evaluation, we investigate the impacts of 
                      (i)  Vehicle arrival rate 

 (ii) Vehicle speed  
(iii) Vehicle density 
 

Note that the link delay model and E2E delay models in both TBD and VADD are based on constant 

vehicle speed(s) given to road networks. These two E2E delay models are used to make a forwarding 

decision-making metric called EDD.We have used the varying traffic velocities not the constant; this has 

a dramatic change in the performance of the E2E delay.   We investigate the effectiveness of these two 

forwarding schemes in terms of performance metrics. 

Each vehicle’s movement pattern is determined by a Hybrid Mobility model of City Section Mobility 

model and Manhattan Mobility model. From the characteristics of City Section Mobility, the vehicles are 
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randomly placed at one intersection as start position among the intersections on the road network and 

randomly select another intersection as end position. The vehicles move according to the roadways 

from their start position to their end position. Also, the vehicles wait for a random waiting time (e.g., 

uniformly distributed from 0 to 10 seconds) at intersections in order to allow the impact of stop sign or 

traffic signal. 

 Simulation Environments 

 Simulation area(1000 meter X 1000 meter ) 
 Number of intersections: 20 

 Number of vehicles: 20-200 

 Communication range: 250 meters 

 Vehicle speed distribution (𝑉𝑚𝑎𝑥, 𝑉𝑚𝑖𝑛): (30,5) MPH 

 Time-To-Live (TTL): 40 sec 

 

7.1 Forwarding Behavior Comparison 

We compare the forwarding behaviors of EFD and TBD with the cumulative distribution function (CDF) 

of the actual packet forwarding delays. From Fig. 7.1 , it is very clear that EFD has smaller packet 

forwarding delay than TBD. For any given packet deliver delay, EFD always has a larger CDF value than 

TBD before they both reach 100 percent CDF. For example, EFD reaches 90 percent CDF with a delivery 

delay of about 1,500 seconds while the value for TBD is about 1,800 seconds. In other words, on 

average, the packet forwarding delay for EFD is smaller than that for TBD. 

 

Fig. 7.1 Forwarding Delay vs. % of Delay (CDF) 
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Fig. 7.2 shows the forwarding ratio comparison between EFD and TBD with varying the number of 

vehicles in the road network. As expected, the larger number of vehicles yields the higher average 

forwarding ratio .The forwarding ratio for EFD is increasing roughly linearly with respect to the number 

of vehicles. On the other hand, in TBD, the increase of the number of vehicles under the light-traffic 

does not contribute much to the increase of delivery ratio. Clearly, we can see even at light-traffic 

condition, EFD has better forwarding ratio than TBD. Especially, at N=40, the forwarding ratio for EFD is 

7.8 percent higher than that for TBD. This has been well suited for delay sensitive urban vehicular 

networks. 

 

Fig. 7.2Number of Vehicles vs. Avg. Forwarding Ratio 

 

 

Through the performance evaluation, we can conclude that EFD can provide better data forwarding than 

TBD in light-traffic vehicular networks at a variety of settings in terms of the vehicular traffic density, 

vehicle speed distribution for delay sensitive urban vehicular networks. 
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